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Research & Development
Contributions to Assessment,
Learning, Games, and Technology

Eva L. Baker and Gregory K. W. K. Chung

Abstract

This chapter presents a survey of illustrative examples of CRESST's R&D
contributions to assessment, learning, games, and technology. The mission
of CRESST was to understand the meaning of educational quality, including
approaches involving evaluation and assessment. Examples from four major
areas of R&D are presented: studies of writing assessment, the assessment
of rifle marksmanship, evaluation of artificial intelligence systems, and
game-based learning and assessment. A foundational element of the R&D
was the exploration of assessment design, development, and validation in the
context of learning, both as supporting the attainment of learning goals and
as an outcome measure. Every example includes the importance of designing
assessments to map to the purpose of evaluation and to provide as much
transparency as possible. The examples illustrate the Handbook principles of
transparency, purpose and focus, and validity.
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There was a time within memory when educational research and development
was embraced as both important to develop new knowledge in the education and
training world and for use as a scientific resource for the development of new
applications intended to solve persistent problems. This chapter will highlight a few
of the many contributions of the community, but it is tightly limited to a selection

of work conducted at the National Center for Research on Evaluation, Standards,
and Student Testing (CRESST). We describe four examples of programmatic
research that took place over multiple years supported by the U.S. Departments of
Education and Defense augmented by private support. The examples demonstrate
CRESST's long-term commitment to designing assessments that uphold the

core Assessment in the Service of Learning (AISL) principles of transparency,
purpose and focus, and validity. The examples will also illustrate that developing
assessment in the service of learning is not a new or abstract ideal for CRESST, but
a throughline that has guided its work for decades.

CRESST was originally developed in the mid-1960s as the Office of Education
(prior to the inception of the United States Department of Education) responded

to the reauthorization of Title | of the Elementary and Secondary Education Act.
The response was a competition for a network of topically focused Research

and Development Centers and a Network of Regional Education Laboratories
focused on translation and development of usable educational options. UCLA
received the 5-year award to focus on evaluation and supporting measurement
and methodology in 1966 as the Center for the Study of Evaluation (CSE). Because
these awards were developed to optimize the creativity of the scholars in the field,
there was considerable latitude given to the design and management of research
and development. When the Center grants were recompeted in 1984, CRESST was
formally funded as a composite Center, where the focus was on assessment for
use in schools, and partners of UCLA included universities, such as the Universities
of Colorado, lllinois, and Stanford. CRESST also augmented its award with
resources from state, local, federal, and private organizations.



Context of CRESST Research Design

During the period in which the research programs in this chapter occurred, three
important conditions prevailed. First, the management of CRESST had extensive
flexibility to select, compete, and conduct its research along with its scholars
and students. It also was able to modify and adapt its objectives and procedures
with little interference from the funding agencies. The ability to follow the
directions of findings and to revise ongoing research plans is almost unheard of
within recent funding from the federal government and as it may be in the future.
Second, CRESST was a mission-focused organization. The mission of CRESST
was to understand the meaning of educational quality including approaches
involving evaluation and assessment. Technical studies to improve the scientific
and statistical basis of the mission were an important concern, as was the
exploration of alternatives to prevailing assessment approaches for policy

uses. The third important element was to explore assessment in the context

of learning, both as it supported the attainment of goals and as an outcome
measure. In these efforts we collaborated with state and local agencies and
specific organizations in the Department of Defense, including training for Army,
Navy, and Marine Corps personnel.

A general model for the development of assessments was proposed and evolved
over the years (Baker, 2007). Its central focus was learning supported by the
various cognitive and domain requirements to promote the growth of learners. The
original model, from Baker (1997), is displayed in Figure 1.



Figure 1.
ﬂ Areas of Learning Identified for Model-Based Assessment (Baker, 1997)
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The notion of the model also derived from research in computer science. This
model was meant to be of general purpose and to be implemented in a variety

of subject-matter domains. The idea of a general implementation, rather than

an assessment approach that started with the subject matter, was a point of
departure from traditional practice. Over the years, CRESST continued to develop
and elaborate the model, for instance, using ontologies (Baker, 2007, 2012) to set
boundaries for both subject matters to be included as well as the forms in which
problem-solving would occur. Three criteria were developed to evaluate the quality
of assessment: validity, utility, and credibility, all operating within an expectation of
fairness and transparency.

The Examples

We include four examples of assessment and evaluation projects that had long-
term programmatic reach. In each, we underscore the importance of learning
and an understanding of both expert and learner perspectives. The principles
animating this Handbook are also in play and include transparency, purpose



and focus, and validity. The first example we present is an effort that began with
history assessment and developed into a writing assessment approach that was
of general use. The second is the development of an approach to measure rifle
marksmanship knowledge and skills. Both areas used expert performance as a
criterion of quality as well as created models of transparent infrastructure that
could be used in other assessment requirements. They were intended to focus
simultaneously on learning-based assessments and outcome performance

in a transparent manner. The third project focused on the development and
evaluation of early versions of artificial intelligence including expert systems,
natural language, and vision implementations using human benchmarking to
measure the progress of Al systems. Our work also evaluated intelligent tutoring,
games, and simulations. The fourth area extended R&D in learning game
development and evaluation.

Simultaneously, CRESST was engaged in work in policy domains connected
to local, state, federal, and international organizations focused on improving
assessments, and their clarity, connection to learning and instruction, and
attainment of learning goals.

Studies on Writing Assessment

This section will describe the R&D undertaken by CRESST in writing assessment.
Its purpose was to apply our assessment model and develop a usable framework
for the design and implementation of writing tasks to be used both in instruction
and assessment of outcomes, and ultimately was generalized to other forms of
constructed responses. The work involved emphases on the development of tasks
to support the knowledge needed by students for writing and the ways in which
scoring rubrics could be transparently designed to describe and to foster learning
to write through feedback. CRESST began its interest in writing assessment in the
late 1970s and focused on designs to assist state assessment agencies and to
support an international study of written composition (Gorman et al., 1988). Around
that time there were efforts by the Bay Area Writing Project (bawp.berkeley.edu),
later the National Writing Project (www.nwp.org), to modify the way in which writing
instruction took place, that is, to emphasize the process of planning, drafting, and
revision. This approach also ultimately became an important part of classroom
practice and assessment.




Writing Task Design: Prompt Development Supporting Prior Knowledge

We believed the writing process was only part of the solution, for our analyses and
experience suggested that the design of writing tasks was not at all transparent

or focused on student background. For essays to be used to evaluate content
understanding, an approach was needed to capture students' prior experience.
From our earlier studies, we had become convinced that students could not

write well about topics on which they had little prior knowledge and that writing
was not principally about appropriate style, organization, and mechanics, like
punctuation and grammar, but about commmunicating, an approach supported by
the work of Scardamalia et al. (1984). At early meetings of the IEA study on Written
Composition (Gorman et al., 1988), we learned that colleagues provided content
resources to writers to equalize prior knowledge and to help them flesh out their
writing. CRESST staff eventually helped design tasks and scoring systems for the
IEA research (Baker, 1982; Baker & Quellmalz, 1986). When CRESST was tasked

by the federal government to develop secondary school history assessments,

we chose to use writing as the scalable response mode to measure domain
understanding. Starting with 10th grade U.S. history, we began an analysis of that
content included in popular textbooks to understand student knowledge to be
assessed. Unfortunately, we discovered that the treatments of important topics,
such as the causes of the Civil War, were presented superficially in a paragraph of
text or two and could at best provide the learner with only a thin layer of knowledge.
Modeling the IEA R&D, we provided the learners with relatively short primary
sources from the period of interest, using contrasting positions of politicians, for
instance, the debate speeches by Abraham Lincoln and Stephen Douglas. We
followed this model using opposing letters or speeches for the Revolutionary
period, the Civil War, immigration in the early 20th century, and World War Il among
other key events in U.S. history.

Students were to read the given primary sources and then to write an essay in letter
form to an absent classmate explaining the meaning of the contrasting positions.
Note that over the years, we created similar assessment tasks using primary sources
in history, geography, social studies, multidisciplinary topics, and science, where
students read about situations and experiments rather than contrasting positions
(Baker et al., 1990). In one scaled effort, we applied this approach to statewide trials
in the state of Hawaii, using content in Hawaiian history and social studies topics for
younger students in upper elementary school (Baker et al., 1991, 1996).



Improving on Scoring Approaches

Simultaneously, the team embarked on approaches to improve scoring by making
it more transparent and valid. As noted, our interests were both outcome measures
and essays assigned during courses. In both cases, the task was to improve

the quality and validity of the scoring, to focus on elements that could be used

for student feedback, and to reduce the time burden on teachers that scoring
assigned essays imposed. The last point was critical because we had learned
that teachers often severely limited the number of writing assignments given to
students simply because they had no time to evaluate them. We intended to find
evaluation approaches that got to the core of performance without requiring the
traditional annotation and lengthy comments by teachers. Moreover, there were
also approaches at the time that argued that every writing assignment required

its own scoring rubric (See for example, Graves, 1978). While the idea of extracting
specific information for each assignment made some sense, the reality was that
teachers having to learn to use a different scoring rubric for each assignment

was an incredibly unlikely outcome. Idiosyncratic scoring regimes also inhibited
the ability to monitor student growth in performance over time, where a common
criterion is desirable.

Do What | Do, Not What | Say

At CRESST, we decided to explore how the design of scoring rubrics could move
beyond teachers' agreed-upon preferences. Our question was simple: Could we
make inferences from the actual writing of experts to determine criteria for scoring
student work? To that end, we asked teachers and other history experts in graduate
school to write answers to prompts about epochs in U.S. history using the provided
contrasting speeches. Careful analysis of the experts' writing found they organized
their answers using principles or themes, they brought to bear prior knowledge
external to that in the provided prompts, they used concrete examples to support
their position often from the provided resources, and they avoided major mistakes
or misconceptions. To use models of expertise proposed by renowned cognitive
researchers (e.g., Chi et al., 1988; Ericsson & Charness, 1994; Gentner & Genter,
1983) we conducted expert-novice studies to confirm common elements in expert
writing. An additional set of research involved developing and validating rater
training (Quellmalz, 1982) where we focused on accuracy and speed, as we wished
to support opportunities for more writing for students.



Impact and Future

The consequences of our work resulted in the development of writing approaches
used for a number of state assessments, NAEP (Baker, 1981; Baker et al.,

1986), and for multiyear work across literacy and mathematics domains at the
elementary school level in the Los Angeles Unified School District (Niemi & Baker,
1998). We also applied these analyses to the evaluation of A level writing in Great
Britain (Baker et al., 2002). Current work in Al scoring should include models
generated by expert raters rather than simply interpreting identified rubrics. Our
current work has focused on the identification of assessment tasks using Al-
defined ontologies and domain task generation.

One of the most enduring outcomes of the studies on writing was the generality
and utility of the CRESST assessment model and its emphasis on starting

with learners and learning outcomes to drive the design of assessments and
measures at CRESST (Baker, 1997, 2007; Baker & Gordon, 2014; Baker et al., 2022;
O'Neil et al., 1990).

Assessment of Rifle Marksmanship

One of the most remarkable achievements in United States Marine Corps (USMC)
marksmanship training is in developing a shooter's skill to routinely hit a 19-inch
circular area at 500 yards in the prone position. The challenge posed to CRESST was
to develop a way to assess marksmanship in a distance learning context with the
goal of helping the USMC improve their non-infantry Marines' marksmanship skills.

In order to develop assessments of what was commonly believed at the time
essentially a motor task, without being able to directly observe the shooter carrying
out the task, required CRESST to start a program of research from first principles.
Many of the methodologies developed for writing assessment were adapted for
marksmanship. New frameworks and technologies needed to be developed as
well, as marksmanship was never studied from an assessment perspective. In

the remainder of this example, we describe the R&D program and illustrate how
the domain of marksmanship was defined, how the measures were developed

and validated, and how novel measurement approaches were used to explore
individualizing instruction.



Determinants of Marksmanship Reexamined

At the start of the research, the marksmanship literature was focused almost
exclusively on the proper execution of the motor aspects of the factors needed to
establish a stable platform for the rifle and the components that underlie aiming.
There was almost no conceptualization of marksmanship as a complex skill and
little research to draw on to form a coherent assessment framework. To develop
assessments of marksmanship that could operate under distance learning
conditions, we needed to understand the underlying factors external and internal to
the shooter that affected marksmanship performance.
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Based on the literature and interviews with subject-matter experts (SMEs), we
decomposed marksmanship performance as a function of factors within the
purview of the shooter (perceptual-motor, cognitive, affective) and external to
the shooter (weather, equipment). This conceptualization mirrored the CRESST
assessment model (Baker, 1997, 2007) (See Figure 1). While the individual
components of the model differed, how the components were identified and the
role of the components as the focus for the assessments remained the same.

A key contribution was incorporating cognitive and affective components into

the research. By conceptualizing marksmanship as a complex skill, we could

rely on a skill acquisition model to understand how knowledge and performance
interacted over time (Ackerman, 1987, 1992; Fitts & Posner, 1967). Skill development
is believed to move from a learning phase to a practice phase and then to an
automaticity phase. When applied to marksmanship, trainees in the learning phase
are attempting to learn the concepts and rules of marksmanship. Trainees in the
practice phase know what to do and practice implementing the various rules and
procedures. Trainees in the automaticity phase can smoothly execute the skill with
little overt consideration of the rules and procedures.

The skill model predicted the poorest performance during the learning phase when
trainees are least likely to have acquired and internalized the knowledge required
to shoot well (i.e., Marines who do not routinely handle weapons), suggesting
measures of knowledge might be the most sensitive. For trainees in the practice
and automaticity phases, perceptual-motor measures could be expected to

be stronger predictors of performance. Given our population was non-infantry
entry- and sustainment-level Marines, we focused on developing assessments for
trainees in the learning phase and with the constraint that the assessments would
need to work in a distance learning context.
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Assessment Development and Validation

While we had a theoretical model of how skill develops and which phase of skill
development to focus on, we needed to know precisely what knowledge Marines
needed to know, how this knowledge related to shooting performance, and whether
this knowledge was malleable (i.e., for applications in future distance learning
training applications).

We used the CRESST assessment model to guide assessment development.

We focus on identifying the cognitive demands that bear on learning, and these
cognitive demands drive the design of the assessment task. The model led us

to ask three questions: What are the processes (cognitive, affective, motor) that
influence a trainee's successful execution of a task? What are the most direct ways
of observing and measuring those processes without the measures altering the
measurement itself? and How can these measures be validated to support the
inferences drawn from the scores?

Knowledge Representations

We relied extensively on knowledge representations for practical reasons.
Knowledge mapping, a method developed in the writing assessment studies to
measure conceptual knowledge (Herl et al., 1996), was used to capture experts'
understanding of the domain (Chung, Michiuye, et al., 2002). Experts tend to
represent only the most important ideas in a domain, which is an efficient way

to identify the major topic areas for an assessment. We also culled from field
manuals specific cause-effect relations to augment experts' knowledge maps. The
knowledge elements from experts and field manuals were stored in an ontology
that was later used for scoring purposes and for instructional purposes.

Capturing Experts' Knowledge

USMC coaches and a scout sniper served as SMEs. Each SME created a
knowledge map to represent how they viewed the relations among the various
concepts. Figure 2 shows a fragment of the knowledge map. When we overlaid
the different experts' maps, it was clear that the most sophisticated map was
from a scout sniper. His map spanned multiple areas of marksmanship, reflected
what we were learning from SME interviews, and presented an integrated theory
of marksmanship. The differences among the various maps were consistent
with USMC training, where scout snipers, compared to coaches, receive far more
comprehensive and in-depth training on marksmanship.



Figure 2.
Fragment of Experts’ Knowledge Maps of Rifle Marksmanship
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Measures of Rifle Marksmanship Knowledge

The combination of USMC field manuals (e.g., USMC, 2001), expert interviews,

and follow-up discussions with the SMEs made it clear that there was a strong
knowledge component to marksmanship in addition to perceptual-motor skills. We
organized this knowledge into a framework for rifle marksmanship composed of
the following components: cognitive (e.g., domain knowledge), perceptual-motor
(aiming, sight picture, fine and gross motor), affective (e.g., anxiety), and equipment
and weather.

The set of measures we developed addressed the different components of rifle
marksmanship: (a) a broad measure of marksmanship knowledge that sampled
the domain and used a selected-response format; (b) a measure of conceptual
knowledge using knowledge mapping; (c) an interactive task asking shooters to
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identify proper and improper position elements; (d) an interactive task to interpret
shot group patterns; and (e) questionnaires to survey trainees' worry, anxiety, and
firing line experience. The measures went through multiple reviews by our SMEs.

Validation of Rifle Marksmanship Measures

Empirical validation tested the measures on samples with different levels of
experience (non-infantry entry- or sustainment-level Marines and marksmanship
coaches; high and low shooting performance) and aptitude (officer candidate
school), and on trainees prior to and after instruction. In a series of three studies,
we gathered evidence that, in general, suggested that the knowledge measures
were sensitive to instruction, predicted record-fire scores moderately in less
experienced samples, and when combined with other variables within the skill
acquisition framework, predicted record-fire scores as well as scores from a rifle
simulator (Chung et al., 2004). We next briefly discuss two interesting measures
used in the marksmanship research: knowledge mapping and self-reported worry
and anxiety.

While it was clear from the writing assessment studies that knowledge maps

could be used to assess conceptual knowledge, knowledge maps were never used
in a military training context. As in Herl et al. (1996), experts' maps were used as
criterion maps against which trainee maps were scored. We found knowledge
maps were sensitive to instruction and sensitive to expertise. Marines' knowledge
map scores increased over the course of instruction (Chung et al., 2004, Study 2, 3)
and Marines with more marksmanship experience scored higher than those with
less experience (Chung et al., 2004, Study 2). These results are consistent with
other studies that tested knowledge maps for instructional sensitivity and expert-
novice differences (e.g., Herl et al., 1996, 1999; Ruiz-Primo et al., 2001).

The role of anxiety on marksmanship performance was recognized over 100

years ago. Gates (1918) reported that novice shooters' performance was affected
severely by their dwelling on steadiness factors (e.g., uttering “There, | moved
again”, p. 3). In our studies, the state measures of worry and anxiety administered
on qualification day were among the highest predictors of record-fire score, with
state anxiety and worry significantly and negatively correlating with record-fire
scores (rs ranging from -.4 to -.5) (Chung et al., 2004, Study 2; 2005). Furthermore,
when we tested the joint effects of aptitude and state worry inspired by Ackerman's
(1987, 1992) study of how aptitude influences performance during the learning



phase, we found that aptitude and state worry predicted record-fire scores with a
multiple R of .67, with state worry accounting for 34% of the variance and aptitude
accounting for 11% (Chung et al., 2005).

Using Assessment to Improve Learning

Because one of our requirements was to develop assessments for a distance
learning context, we anticipated the need to demonstrate how assessment
information could be used for training purposes. Thus, we developed several
methodologies to support future distance learning training applications given

the widespread interest in the military in individualizing instruction (Bewley et

al., 2009). One of the most important methodologies was the use of knowledge
representations or ontologies. An ontology is domain knowledge expressed as a set
of concepts and the relations that hold among the concepts (Baker, 2012; Chung et
al., 2003; Gruber, 1995). Because ontologies are machine-readable and structured,
software can be developed to operate on them. In our case, we created an ontology
to represent marksmanship knowledge and linked instructional content in the form
of text, figures, and video snippets from USMC training videos to a marksmanship
concept (Chung et al., 2004). We then tested on a small sample whether
individualizing instruction was effective. The results suggested that Marines
receiving individualized instruction improved on topics where they initially had a
knowledge gap and not on concepts they did not receive instruction on. The study
strongly suggested that the methods used to model knowledge, assess knowledge,
and tailor instruction were promising (Chung et al., 2003).

While we could measure one's knowledge of how to carry out a procedure (e.g.,
trigger control), we had no way to directly measure the execution of that skill.
Our follow-on marksmanship R&D work, funded by the Defense Advanced
Research Projects Agency (DARPA) investigated whether we could accelerate
the acquisition of marksmanship skills. We used sensors to gather information
on the difficult-to-observe processes of breath control, trigger control, and
muzzle wobble (Espinosa et al., 2009; Nagashima et al., 2009) and we used an
observation checklist of the various position elements considered important by
experts and USMC doctrine. We tested whether we could use these fine-grained
measures to (a) diagnose the novice participants' shooting problems and (b)
provide effective individualized remediation using brief video-based instruction.
We modeled experts' shots using the sensor data and were able to classify each
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shot as expert-like or not (Nagashima et al., 2009). We found that participants
who received tailored remediation significantly outperformed those who did not
receive tailored instruction, with an average of 2.0 (out of 5) expert-like shots (vs.
1.0 expert-like shots). While this result may seem minor, improving novices' ability
to better execute a complex skill composed of cognitive, affective, and perceptual-
motor factors in 65 minutes suggested a potentially efficient approach (Chung et
al., 2008).

Impact

The idea that rifle marksmanship comprises cognitive, affective, and perceptual-
motor factors was novel at the time. The notion that marksmanship has a
cognitive component and is a complex skill appears to be accepted by researchers
worldwide as evidenced by citations to our work. The insight that marksmanship
had a cognitive component was a natural development given CRESST's approach
to assessment design best exemplified by Baker's (1974, 1997, 2007) focus on
cognition and validity. By grounding the measurement effort around cognition and
skill development, new insights were gained about which kinds of assessments
would be appropriate for trainees depending on their skill development. This
tailoring of measures and content was carried into instructional applications in
math (e.g., Chung, Delacruz, et al., 2016), further demonstrating the utility and
generality of focusing on cognitive demands first and foremost.

The second impact was the tools and methods developed or applied during the
course of the research. Capturing SMEs' knowledge representation served as

a method to distill the most important ideas of a domain and a way to assess
learners’ conceptual knowledge. The use of hardware sensors for measurement
purposes would continue (e.g., Chung et al., 2021), and the conceptual and practical
connection between measurement and instruction would continue to influence
CRESST's technology-based R&D.



Evaluation of Artificial Intelligence (Al) Systems

Al is now at the center of attention in learning technology. We will describe a series
of encounters with Al-based systems, for the most part seeking to evaluate their
effectiveness. Many studies resulted in a lack of definitive findings because of
the limited power of early interventions. Nonetheless, early in CRESST's history,
we began numerous studies of advanced technologies, using relatively primitive
implementations to explore and evaluate consequences (Baker, 1988). The story
of our evaluations of artificial intelligence (Al) systems includes a few pieces.

A significant note is that our work was ahead of its time; that is, it stood apart
from the usual technology studies in its oddness. Only now, as Al has penetrated
the daily lives of many users, our ancient studies are of renewed interest. Our
evaluations included early games and simulations, expert systems and models
used to support natural language processing and vision systems, and intelligent
tutoring systems to promote learning. An important side effect which we will
describe is our use of aspects of intelligent system design to enhance our design
and implementation of assessments.

Al Games, Simulations, and Intelligent Tutoring Systems

The first game we evaluated using Al was WEST, derived from How the West Was
Won, and created by Richard Burton and John Seeley Brown (Burton & Brown,
1979), titans in the early development of Al. Fascinated by the early efforts in this
area, CRESST obtained support from NASA to conduct the evaluation of the game
along with the Jet Propulsion Laboratory. The principal Al option in the game was a
coach which was to support students' learning. We dismantled the coach, and our
experiment included students who were exposed to the game with and without the
coach support. The findings did not support the utility of the coach.

A second effort was supported by DARPA and was two-pronged. One set of
activities was to evaluate Al-based approaches to support former service members
who were afflicted with post-traumatic stress disorder (PTSD). A few private
companies had created options that could be accessed through smartphones and
from periods of activity and other everyday behaviors could infer episodes of PTSD
and then implement support. The difficulty with this approach was that it required
long periods of use as well as permissions by the users for analyses of their daily
technology use. The evaluation design and beginning implementation were carried
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out, but the project eventually drew no conclusions because of few users who
participated for the desired length of commitment (Baker et al., 2015).

The DARPA game study ENGAGE involved the evaluation of a game developed at
Carnegie Mellon University. The game was developed for primary-school-aged
learners and taught children to use an adaptation of balance scales to reach
conclusions about equivalence (Aleven et al., 2013). Our major evaluation finding
was that games could increase the self-efficacy of young learners in the topical
subject matter (Baker, 2015; Baker et al., 2016).

As part of this work, CRESST developed its own game focused on physics for
6-year-olds. The game taught concepts of mass, acceleration, and friction, where
students needed to manipulate the variables to allow a train to exactly reach its
station. In addition, students were to deal with bullying that occurred among
characters in the game. Again, limitations of the obtained data interfered with our
inferences of effectiveness. We were able to implement and further develop a
framework for the evaluation of games that included cognitive demands, domain
knowledge, and detailed specifications (Baker et al., 2011; Baker & Delacruz,
2016). Moreover, in developing the scenarios for the physics game, we evolved

an assessment design strategy useful for creating exchangeable performance
assessments efficiently. The approach created "slots” for key variables in content,
task, cognitive demand, and situation that allowed the generation of comparable
tasks quickly and at low cost (Baker & Delacruz, 2008).

Simulations

One outcome of our R&D around the evaluation of simulations was the
development of novel measures and approaches. Simulations provide learners
with experiences that might not be feasible in a classroom or training setting.
The simulations CRESST evaluated required learners to engage in problem-
solving and reasoning, which also meant the need for measures that would be
sensitive to these higher level learning outcomes.

A persistent design goal was to measure the phenomenon in as direct a way as
possible. This objective pushed R&D developments in three areas: first, to continue
to apply the CRESST model of assessment, which maintained our attention on
how cognitive demands of the simulation task related to the assessment task
design; second, to adopt or develop measures that reflected the productive (or



nonproductive) uses of the unique learning affordances of the simulations; and

third, to instrument our evaluation tools to capture and log fine-grained learner-
system interactions (also called log data, trace data, or clickstream) and to use

those data for assessment purposes.

Evaluating Content Understanding and Problem-Solving

Beginning in the mid-1990s, we began to explore how simulations could be used
for assessment purposes. We became increasingly confident over several studies
that simulations that required performance demonstrations could also be used for
assessment purposes. For example, we developed a simulated web environment
to evaluate middle-school students' content understanding and problem-solving.
Content understanding was measured with knowledge maps, and problem-
solving was measured by information seeking and search (Baker & Mayer, 1999).
The educational setting was the Department of Defense Education Activity
(DoDEA) middle schools in Germany, where large investments in computer-aided
educational tools were introduced into the schools. The study found students’
search skills and knowledge of environmental science significantly improved from
the fall to spring semesters and knowledge map scores were significantly related
with the quality of their search behavior (rs from .4 to .5) (Schacter et al., 1999).

This study was foundational in that we demonstrated the technical feasibility

of collecting fine-grained behavioral process data and showed that students’
online behavior was related to their content understanding and problem-solving
outcomes. The capability to link students' behavior to their improved knowledge
led to an obvious understanding: If students attended to the relevant content, they
would learn that content. While a simplistic insight and long known in the verbal
memory research, this finding was with an educationally relevant task where we
could directly tie learners' behavior to the to-be-learned content. The challenge was
not in the technology development or instrumentation, but rather in being able to
create tasks where the learner interaction was aligned with the cognitive demands
that influenced outcome performance. We concluded that under this situation,
behavioral process data could be highly informative.

Given the promising results of the web search study, we then examined another
simulation to gather validity evidence of the degree to which learners' online
behavior reflected their cognitive processes. This linkage was important to
establish because there was scant evidence in the literature to confirm that
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learners' online behaviors were representations of their thinking. Establishing such
a link would increase our confidence in the use of online behavior as a source of
evidence about learning processes. Chung et al. (2002) collected process data and
concurrent think-alouds from students as they engaged in a web-based problem-
solving simulation task. The simulation required learners to determine the parents
of five children (Stevens et al., 1999). The learners could access information
sources with different credibility (e.g., genetic lab test results, opinions of people,
library) to rule out candidate parents.

Similar to the web search results (Schacter et al.,, 1999), task performance was
significantly and positively related to learners' fine-grained behavior reflecting the
use of credible sources and negatively related to use of non-credible sources. We
also confirmed that productive cognitive processes (based on students' think-
alouds) were significantly related to existing validated measures of reasoning.
When we examined how learners' cognitive processes were related to their

online behaviors, we found that productive cognitive processing was significantly
associated with task performance and productive learner behaviors and vice versa,
with the magnitude of correlations in the .5 to .7 range. The results of triangulating
cognitive processes derived from think-alouds, validated measures of reasoning,
and learners' behaviors bolstered considerably our confidence in the use of online
behavioral data for measurement purposes (Chung, de Vries, et al., 2002).

The final simulation example addressed the extent to which a simulation designed
specifically for training purposes could be used for assessment purposes (Iseli

et al., 2019; Savitsky, 2013). For this study, CRESST developed and validated
methods to assess both declarative and procedural skills for two ultrasound-
guided procedures taught in the simulator. Declarative knowledge was measured
by a general test of knowledge of the two ultrasound procedures. Procedural
knowledge was measured by the quality of sonographers' ultrasound scanning
with a probe. The probe-motion measures were derived from moment-to-moment
telemetry of the pitch, yaw, and roll of the probe. We found that more experienced
sonographers demonstrated superior overall task performance and probe
manipulation skills compared to less experienced sonographers, with effect sizes
between the two groups of participants ranging from 0.2 to 2.0 across the various
probe-based measures. These results, coupled with the marksmanship study
involving sensors, suggested that the data from hardware sensers could be used in
similar ways as we were using online behavior data. These results also suggested



a kind of generality: The utility of learner behavioral data is less about the specific
source (software or hardware) and much more about whether the behavior is a
manifestation of cognitive processes of interest.

A major theme of our simulation evaluation examples is the use of the CRESST
assessment model. In every study, the learner and learning outcomes were the
focus of the assessment task design effort. The cognitive demands required of
the task, and in particular the unique aspects of the simulation task, guided the
development of novel assessments that measured as directly as possible the
presumed learning outcomes and processes. The close attention to cognitive
demands and how they manifest in learners in a given task design also led to
insights about which kinds of behavior in the simulation carried information related
to learning and which did not. These insights would be carried into future work on
game-based learning and game-based measurement.

Intelligent Tutoring Systems (ITS)

One of the most common and early uses of Al was its application to intelligent
systems for learning. Early called intelligent computer assisted instruction (ICAl),
several studies were conducted by CRESST (O'Neil & Baker, 1987). About two
decades later these inquiries continued, supported by the Office of Naval Research
(Kumar et al,, 2015; VanLehn et al., 2016). In this section, instead of presenting a full
example of an ITS evaluation, we present an example of measures development, a
key issue when evaluating systems that individualize instruction.

The results of any evaluation rest on the quality of the outcome and process
measures. ITS presents a special case because the instruction tends to be
individualized, and system instructional decisions are made using granular data
(e.g., presenting feedback tailored to a specific type of learner response). Thus, a
challenge posed by ITSs (and systems that individualize instruction) is determining
effectiveness when different students receive different degrees of content
exposure, practice, and feedback.

The approach we used focused on the precision of measurement. Because

an ITS often attempts to remediate knowledge gaps on specific topics (e.g.,
understanding how to compute the equivalent resistance of three resistors in
parallel), we reasoned that the measures used in evaluating the ITS should also
match the precision of the instruction as a broader outcome measure might not
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detect very narrow effects. One example of this approach was the evaluation of
the ITS LearnForm (Kumar et al., 2015). LearnForm was an ITS problem-solving
environment where students were first presented with a selected-response item.
If they answered the item incorrectly, they could receive step-by-step, granular
instruction and practice on the underlying topics related to the test item. The
system'’s evaluation focused on electric circuits in AP Physics classrooms.

The measures development consisted of a physics SME first developing an
ontology of electric circuits to identify the important domain concepts. These
concepts were decomposed into specific knowledge components. Item
development involved reviewing the electric circuit literature for misconceptions,
developing canonical circuit topologies, and evaluating candidate items against the
set of knowledge components.

Successful analysis of a circuit requires the simultaneous consideration of the
relations among voltage, current, and resistance. To mirror this cognitive demand,
we adapted an item format from Richardson et al. (1933, p. 55) and discussed

in Haladyna and Rodriguez (2013). As shown in Figure 3, the item was used to
assess conceptual understanding of the relations among current, voltage, and
resistance, and procedural knowledge of how to apply Ohm's Law to compute
voltage and current.



Figure 3.
Example Conceptual and Procedural Knowledge Items
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* Participants select one option. * Participants compute the answer.

The format shown in Figure 3 allowed us to create seven scales with 41 items.
The scales underwent multiple rounds of review and validation testing. The
internal reliability of the scales (Cronbach's alphas) ranged from 0.7 to 0.8 (Chung,
Madni, et al.,, 2014). Knowledge sensitivity was verified by comparing electrical
engineering (EE) students to a general sample, where EE students performed
significantly higher than the general sample. Instructional sensitivity of the scales
was verified by first showing that the EE sample did not change over instruction
(i.e., no difference in pretest and posttest scores), and also showing that scores
increased from pretest to posttest in the general sample (ds ranging from 0.3

to 0.5). LearnForm effectiveness was demonstrated with an evaluation sample
that improved from pretest to posttest on the scales (ds ranging from 0.7 to 1.9),
and by demonstrating that learners who received the step-by-step instruction
outperformed those who could opt out of the step-by-step instruction on the
conceptual circuit analysis measure (d = 0.8) (Chung et al., 2015).
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Human Benchmarking of Al Systems

DARPA supported an innovative set of studies evaluating early Al systems using
human performance as the guide (Baker & Butler, 1991; Swigger et al., 1990).
These systems included an example of natural language processing (NLP), a
completed expert system in the area of scheduling, a vision system (Baker et

al., 1988), and an expert systems shell. The project was initially and deliberately
controversial in the computer science area, because the principal investigator was
not a computer scientist. However, the evaluators of each major component came
from the computer science domain. The question posed in this study was how
well the system performed in comparison to human performance. Common tasks
for humans were transformed and were acted upon by systems and then levels

of performance were inferred. For instance, early evidence from NLP systems
suggested at that time, performance was like that of a primary-school-aged child
(Baker, 1994). For the most part, the work was conducted, albeit with interruptions
from the funding agency when the initial supporter changed agencies. In the expert
system scheduling analysis, systems managing scheduling of airplanes to gates
existed, and similar tasks were given to people (O'Neil et al., 1994). Reports of this
work were developed and form some of the basis of current studies of system
predeveloped problem sets to evaluate comparatively the efficiency and growth of
distributed systems such as ChatGPT (Baker, 1989; Baker et al., 2025).

Impact

To understand the implications of our early work in evaluating Al, two conditions
are clear. One is that early formulations were extremely limited in design, and so
were the evaluation options open to CRESST. To this day, CRESST is continuing to
engage with Al options to support our own work in the design of ontologies and
performance assessments for learning, to develop measures for various types of
data collection, to explore the use of intelligent agents to act as simulated students
for assessment and evaluation, and to attempt to understand what learning quality
means in the era of expanding machine intelligence.



Game-Based Learning and Assessment

In this section, we present selected examples, findings, and insights from our R&D
portfolio around games for learning and assessment. While the examples are
drawn from our work sponsored by the U.S. Department of Education (ED), the
Institute of Education Sciences (IES), and PBS KIDS, many of the methodologies
and lessons learned were the result of continuous cross-fertilization among the
various ongoing military games and simulation programs at CRESST sponsored
by the Office of Naval Research (e.g., Baker & O'Neil, 2002; Iseli & Jha, 2016; Iseli
et al, 2010; Koenig et al., 2010), DARPA (e.g., Baker et al,, 2012; Baker & Delacruz,
2016; Madni et al., 2013; O'Neil et al., 2021), California Department of Education
(e.g., Chung et al., 2018), private foundations (e.g., Chung, de Vries, et al., 2002), and
start-up organizations (e.g., Ihlenfeldt et al., 2025).

Game-Based Learning

In 2009, CRESST was awarded a multimillion-dollar 5-year national R&D center on
instructional technology grant from the U.S. Department of Education, Institute of
Education Sciences (IES). The center, named the Center for Advanced Technology in
Schools (CATS), developed and tested fractions math games for underperforming
middle-school students in a cluster randomized controlled trial (RCT). The RCT
involved 23 schools, 59 classrooms, and 1,468 students and demonstrated that
students who played four fractions games performed higher on a test of fractions
knowledge, compared to the comparison group who played four solving equations
games (d = 0.23) (CATS, 2012; Chung et al., 2014; ED, IES, WWC, 2015). We next
highlight several innovative aspects of CATS: coherent design process, game as
testbed, gameplay as a data source, and advanced statistical modeling.

Coherent Design Process

We used the CRESST assessment model (Baker, 1997, 2007) to develop knowledge
specifications. Ontologies were used to describe the major concepts and relations
in the content domains (Baker, 2012) and the knowledge specifications succinctly
described the target concepts, types of stimuli to elicit student responses, and
performance expectations. The knowledge specifications standardized the
requirements for assessment design, game design, and professional development
for the target domains (rational number equivalence, CATS, 2013b; solving
equations, CATS, 2013c; functions, CATS, 2013a). A fragment of the knowledge
specification for rational number equivalence is shown in Figure 4.

115



116

Figure 4.
Snippet of Knowledge Specifications for Rational Number Equivalence
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All assessments, games and game levels, and professional development were
designed against the knowledge specifications. Both the game levels and
assessment items were mapped to the knowledge specifications, allowing
verification of adequate domain coverage and alignment between the instruction,
the game levels, and the assessment.

Game Testbed to Accelerate Research

A second innovation that enabled CRESST to conduct 17 design studies over

two years was to design the games as a testbed. All games were designed to
allow researchers to specify the level design using a text file instead of needing

a programmer to program the levels. For example, in the game Save Patch, if a
player failed the level, researchers could specify instruction or feedback tailored
for the first failure, second failure, and so on, and also specify that the instruction
be delivered in different modalities (e.g., text only, video). An example of the utility
of the testbed was in simply modifying five text files to create five versions of Save
Patch to identify the most promising forms of feedback to implement in the games
used in the RCT (Vendlinski et al., 20171).

Gameplay as a Data Source

A third innovation was the use of fine-grained telemetry for measurement
purposes. Our prior work with process data (Chung, de Vries, et al., 2002; Schacter
et al., 1999) guided our telemetry design of what game mechanics to instrument,
what game states to record, how to structure the data, and how to format and log
the data. Yet we were unsure whether gameplay itself carried information about



learning as game-based learning was an emerging field at the time. While our first
three experimental studies did not show outcome differences due to instructional
variations, we did find significant gains over gameplay (ds from .3 to .4), hinting that
the game design and game mechanics were effective in conveying the fractions
concepts (Chung et al., 2010). We found that players receiving math-focused
instruction (vs. game-focused instruction) generally committed fewer errors in

the game that were related to math (ds from 0.3 to 0.5), and the math posttest

was significantly related to gameplay behaviors reflecting successful fraction
addition (rs from 0.3 to 0.6) and negatively related to gameplay behaviors reflecting
unsuccessful fraction addition (rs around -.3). These results suggested that
gameplay behavior itself carried information about learners' fractions knowledge.

These results were generally replicated in subsequent studies, suggesting that

the game facilitated learners' acquisition of fractions knowledge (Vendlinski et al,,
2017). Furthermore, the pattern of how gameplay related to tests of knowledge
repeatedly showed that knowledge was positively related to productive gameplay
behavior and negatively related to unproductive gameplay behavior, consistent with
prior work (Chung & Baker, 2003; Chung, de Vries, et al., 2002; Schacter et al., 1999).
These results spurred continued examination of the use of process data, including
using data mining methods to detect misconceptions (e.g., Kerr, 2014; Kerr & Chung,
2012a, 2012b, 2013b), to test whether instructional variations affected specific
gameplay behaviors (Buschang et al.,, 2012; Chung et al., 2010), to identify different
learning trajectories (Kerr & Chung, 2013a), to model diagnostic assessments

(Levy, 2019), and to extract best practices and guidelines on the design of telemetry
(Chung, 2015). The quality of the telemetry data and RCT design, coherent game
design, and external measures have led to researchers continuing to use the CATS
RCT dataset to develop and explore new methods for process data analysis (Feng &
Cai, 2024, 2025; Tadayon & Pottie, 2020).

Advanced Statistical Modeling

A fourth innovation was the advancement of methodology relevant to large-scale
educational effectiveness studies. Cai et al. (2016) developed a novel way to
account for many of the constraints inherent in multisite RCT study designs. Using
the CATS RCT data, Cai et al. accounted for the RCT design constraints by using a
multilevel two-tier item factor model to model latent gain. Cai et al.'s method was
more precise in estimating effectiveness by being able to isolate the part of the
posttest variance that was sensitive to change. The resulting effect size of d = 0.57
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was more than twice the magnitude of the effect size computed for CATS using
a classical measurement approach (d = 0.23) and used by WWC in its reviews of
educational intervention studies (ED, IES, WWC, 2015).

Game-Based Assessment

The potential of using games for assessment purposes has been of interest to the
measurement and assessment communities for some time (for a discussion of
these issues related to games, see Baker et al., 2011; Baker & Delacruz, 2008, 2016;
Delacruz, 2011, DiCerbo et al., 2016; Landers, 2015; Mislevy et al., 2015; Oranje et
al., 2019; OECD, 2014, 2021, Shute & Wang, 2016; Sireci, 2016 for a discussion of
these issues related to process data in assessments, see Jiao et al., 2021; Lindner
& Greiff, 2023; Zumbo et al,, 2023). A common aspirational goal is to "replace the
dull, time-consuming, and anxiety-producing traditional approaches commonly
used today" (Landers, 2015, p. vii). Landers's sentiment reflects the general desire
to develop other means of measuring what learners know and can do under more
engaging and complex situations.

While there may be much interest in using games for assessment purposes,
numerous literature reviews have found few studies that gathered validity evidence
about how games in general and game mechanics in particular relate to knowledge,
skills, and learning processes (Chung & Feng, 2024, see reviews by Gémez et al.,
2022; Gris & Bengtson, 2021; Kim & Ifenthaler, 2019; Tlili et al., 2021; Wiley et al.,
2021). In the remainder of this section, we describe some of the R&D related to
gathering such validity evidence.

Identification of Game Features That Facilitate Measurement

One of the continuous efforts in CRESST's games-related R&D has been to identify
game features to support measurement. The features were identified through
usability studies, qualitative feature analysis, repeated observation of similar
patterns of results, and data cleaning and algorithm development. A set of the most
important features are described next.

When considering a game for measurement purposes, we think the most important
game feature is the alignment among the game design, game mechanics, cognitive
demands evoked by the game, and the external measure used to measure the
learning outcomes of the game (Baker et al., 2011; Baker & Delacruz, 2008, 2016).
For example, if a game is intended to promote computational thinking, then the



gameplay should require learners to engage in the critical computational thinking
processes of designing a solution, failing, debugging, and iteration. A game that
minimizes learner failures and errors will not be able to detect gaps in knowledge
or the presence of misconceptions because players will have few opportunities to
make mistakes.

The underlying idea is that the only possible observable behaviors are the
interactions the game permits. If understanding the full range of learner
performance is important, then having the complement of understanding—not
understanding as exhibited by errors and misconceptions—is extremely valuable
because measures of success and measures of failure can provide converging
validity evidence. More generally, learners with higher domain knowledge should
demonstrate more productive behaviors and fewer unproductive behaviors, and
learners with lower domain knowledge should demonstrate the opposite relations.
We have consistently observed these complementary relations when tasks are
tightly aligned with the external measures of domain knowledge (e.g., Chung &
Feng, 2024).

A second important game feature is practical. The user interface (Ul) imposes
constraints on learners' behavior (Chung & Baker, 2003). An important
consideration is how to ensure that an action is intentional and not a mistake or
other unwanted behavior that would contribute to construct-irrelevant variance.
One type of Ul element is the use of an explicit click (e.g., a button or similar Ul
element) that allows learners to signal, for example, that they are ready to move
to the next level, to test a potential solution to a design, to select one option from
a set of options, or to request help. Cleverly designed game mechanics can allow
learners to perform such explicit actions as a natural part of the game. An explicit
action also marks data and simplifies algorithm development by having explicit
markers in the data to delineate time windows, sequences, and different levels of
aggregation. Finally, game mechanics that require learners to render a judgment
related to the content are especially useful if their choices can be evaluated (e.q., if
moving a game piece can be evaluated as a correct or incorrect action).

Figure 5 shows how we think about fine-grained gameplay behavior (i.e., raw
telemetry), indicators, and a measurement model. Indicator development often
requires extensive data cleaning and processing to transform moment-to-moment
events into inputs to statistical models. The programming task can range from
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simply counting events to deriving numerous auxiliary variables to represent
different game states that are themselves used to derive indicators. The encoding
of useful information in the telemetry is dependent on both what the game allows
learners to do through game mechanics, and the degree to which the game
mechanics reflect the desired cognitive demands.

Figure 5.
Computational Modeling Conceptualization

(e o~ B (e S STUDENT BKGND LAYER

\j/ * Prior knowledge, programming
B experience

* Age, sex, language proficiency
construct

/ | \ L CONSTRUCT LAYER
Construct, subordinate constructs,

and inter-dependencies

INDICATOR LAYER
Behavioral evidence of construct.

TRANSFORMATION FUNCTION LAYER
Algorithms developed to process raw
telemetry to derive atomic and

f auxiliary indicators.

EVENT LAYER (RAW TELEMETRY)
Learner behavior and system events
and states. May include atomic
indicators.

in=faleq, €, €5, ...; S, Sy, S5, ...): Function computes an indicator value
given raw events, system states, and other indicators

Learner- and system-initiated events and states
(€1, €, €3, ;1,55 53, -+:)

Validity Evidence

Chung and Feng (2024) addressed the question, To what extent do game-based
indicators relate to criterion measures of learning? drawing on various CRESST
game-related studies. The authors reported that “"common measures" composed
of game performance and game progress indicators appear sensitive to the
criterion measure across a broad set of games (See Chung & Feng, Appendix).
The definition of game progress and game performance are game independent
and analogous to the speed and accuracy variables studied extensively in verbal
learning and motor learning. One use of game progress and game performance
variables might also serve as a standardized metric to compare learning games



on their potential to promote knowledge or skill. See Chung and Feng (2024) and
Chung and Roberts (2018) for additional examples.

The second type of indicators are game-specific indicators tailored to a game. For
example, indicators of debugging behaviors were developed for a programming
game (Feng & Chung, 2022), misconceptions developed for a pan balance game
(Feng, 2019), deductive reasoning for a problem-solving game (Chung et al., 2018),
and fractions misconceptions for a fractions game (Kerr, 2014). In all cases, the
relation between the indicators and an external outcome measure were in the
expected directions. Indicators that represent productive behaviors were often
significantly and positively related to the external criterion measure, and indicators
representing unproductive behavior were often significantly and negatively related
to the external criterion measure (additional examples are presented in Choi, Parks,
etal., 2021; Chung & Feng, 2024; Chung & Parks, 2015; Chung, Parks, et al., 2016;
Redman et al., 2018, 2020, 2021, 2025; Roberts et al., 2016).

Application of Psychometric Modeling to Gameplay Data

One of the most important advances in game-based assessment was
demonstrated by Feng and Cai (2024). In their study, the authors used the CATS
RCT dataset to jointly model pretest, posttest, and gameplay data using a cross-
classified IRT model. Feng and Cai modeled learners' latent changes in fractions
knowledge and were able to directly relate the latent change to gameplay behavior.
This new modeling approach directly provides information often of most interest
in educational interventions: How much did learners learn (as described by

latent changes in learners' knowledge over the course of instruction), and what
variables influenced their learning (as described by learners' gameplay behavior)?
Furthermore, the modeling technique is sufficiently general to incorporate other
streams of data, such as multimodal data (e.g., eye tracking), learner background
information, level design information, and interactions between learners'
characteristics and the instructional setting.

Use of Population Data

One challenge presented by PBS KIDS (See Roberts et al., in press) was to examine
how games played "in the wild" (i.e., the population) can be used to understand
PBS KIDS' audience better. The only information available with population
gameplay data is an anonymous ID. Three general issues were explored: using
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psychometric modeling to estimate latent ability, using population-derived models
and parameters in RCT studies, and testing a method to infer learning solely from
players' gameplay behavior.

Psychometric Modeling of Population Gameplay Data

In numerous studies involving PBS KIDS' gameplay data from players "in the wild,"
CRESST applied various psychometric models. A close analysis of the game design
and available gameplay indicators dictated the choice of models. The models
included higher order IRT (de la Torre & Song, 2009) and diagnostic classification
(Rupp et al., 2010) in Choi, Suh, et al. (2021); Rasch and Rasch Poisson counts
(Rasch, 1960), IRT trees, and linear logistic testing model (De Boeck & Wilson, 2004)
in Redman et al. (2021); a one-factor 2PL model, bifactor 2PL model with two and
three specific factors in Redman et al. (2023); a multiple-group two-time point
nominal IRT model (Cai, 2010; Cai & Houts, 2021) in Redman et al. (2025); and a
two-time point graded response IRT model in Feng et al. (2025).

Using Population Information in RCT Studies.

To demonstrate how population data could be used in RCT studies, Choi, Parks,

et al. (2027) used population gameplay to fit higher order IRT models for two

PBS KIDS games. Choi, Suh, et al. (2021) used the population-based models and
estimated model parameters from Choi, Parks, et al. (2021) to estimate ability

of learners playing the same games in an RCT sample (Education Development
Center, Inc., & SRI International, 2021). Diagnostic classification models (DCM) were
also used to estimate informational text attribute profiles in both the RCT sample
and population.

Estimating Learning in the Population Through Gameplay.

Finally, we explored the use of PBS KIDS games played "in the wild" to directly
measure changes in gameplay that were consistent with changes in learning
(Redman et al., 2023). The games were classified into three categories (likely,

less likely, not likely) on their potential to promote learning. A two-timepoint latent
variable model was used to estimate changes in latent ability using only game-
based indicators. The study found that for the two games rated as not likely or less
likely to result in learning, the effect sizes of the change in latent score were 0.07. In
contrast, for the two games that were rated as likely to result in learning, the effect
sizes of the change in latent score were 0.56 and 0.59.



Impact

The breadth of CRESST R&D around games for learning and games for
assessment have led to insights about the conditions needed for both learning and
measurement to be realized: Games that are effective in promoting learning can
also yield information about learners' knowledge and skills, but only if (a) the game
design and game mechanics in particular evoke the intended cognitive demands,
(b) the game is instrumented to collect moment-to-moment telemetry and game
state information, (c) the algorithms used to derive indicators from the telemetry
are able to represent a range of performance, and (d) the psychometric models
account for the constraints imposed by the game itself.

An important implication of this work for AISL is the idea of measurement without
testing. Regardless of the type of task—game or otherwise—if the learner's behavior
in the task is a manifestation of the desired cognitive demand, then the learner's
behavior can serve as evidence of the cognitive demand occurring. This idea

holds regardless of whether a task is designed for testing purposes or for learning
purposes, for it is the interaction that is the atomic unit of observation.

Conclusion

This chapter presented a few examples of CRESST research extending over several
years of effort and gave only a handful of references for each of them. Every

area includes the importance of designing assessments to map to the purpose

of evaluation and to provide as much transparency as possible. In most cases,

our evaluations addressed not only performance on outcomes, but the value of
instructional procedures and learner processes as well.

CRESST did not always juggle well the competing goals of innovation and early
involvement with longer term impact. Much of our work was, in a self-aggrandizing
sense, ahead of its time. This lack of fit with the context of learning and assessment
vastly limited its immediate impact. However, we want to acknowledge and thank
those educational and technology leaders who joined with us to explore learning
and assessment strategies that were often too early for widespread use. There are
numerous examples of other CRESST activities that affected proximal practice.

The selection we chose to highlight, however, are focused on ideas that continue to
affect educational research and development.
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The methodologies and insights described in the examples also foreshadow
the movement toward AISL, most clearly seen in the focus, since the inception
of CRESST, on exploring assessment in the context of learning to support both
attainment of learning goals and as an outcome measure. As the examples
illustrate, designing assessments in the context of learning:

+ Emphasizes measuring the most important concepts and skills.

+ Conceives of human performance as being on a continuum, which naturally
leads to the choice of experts as the criterion or reference against which to
judge learner performance.

+ Situates cognitive demands as a core assessment design requirement. By
specifying and unpacking the key learning processes and outcomes a task
is expected to evoke from learners, the assessment design process can
be focused. Clear specifications can guide the development of measures,
instructional content, and professional development.

« Treats the quality of measures as a necessary condition for drawing valid
inferences by having clear and comprehensive definitions of what is to be
measured, by making explicit how a student response is transformed into a
quantitative value, and gathering validity evidence that the measures behave in
expected ways.

* Is agnostic on the instructional or assessment setting, as well as the media,
mode, and format used for instruction or assessment. Paper, digital, selected-
response or constructed-response modes and formats can provide different
information under different situations.

+ Does not preclude a learning task from providing measurement information. A
learning task can provide information about learners' ongoing knowledge and
skills if learners are able to actually engage in the target cognitive demands and
if learners' behaviors can be captured and stored.

As the assessment enterprise moves increasingly toward AISL, we think CRESST's
experience can shed light on some of the challenges and opportunities ahead.
The most important challenge is an understanding of cognitive demands and its
implications for task design, the types and range of learner responses evoked

by the task, and data capture opportunities. Additionally, adopting a naive view

of measurement may be helpful for alignment, especially in technology-based



environments. If we think of the initial stages of measurement as simply an
observation with some quantitative value assigned to it, then we can view a task as
a set of learner-system interactions. Most of the interactions will be of little interest,
but interactions that reflect judgment, decision making, or application of the target
knowledge can be highly informative because they presumably reflect the outputs
of learners' knowledge and skill. Furthermore, these interactions can be thought of
as atomic units that can be combined, sequenced, or aggregated to form indicators
that match future claims and inferences. Finally, this conceptualization, used in

our work in simulations and games, can be applied to any environment where
interactions exist. The limiting factor is observational capability.

The examples in this chapter addressed the Handbook principles of transparency,
purpose and focus, and validity. As the field moves to more technology-based
solutions, we think these principles become even more salient. Complex technology
often obfuscates what is actually happening "under the hood" making independent
inspection and critique nearly impossible. One path to make such systems more
transparent is to develop tools and methods to specify in a formal way what to
measure and the rules for transforming an observation into a measure. Another
path is the training of assessment designers and technology developers on the
AISL principles, methodologies, and insights described in this chapter so that

best practices are designed into the applications. Regardless of approach, we are
confident that AISL can be realized.
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